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ABSTRACT
Nonspeaking autistic individuals often face significant inclusion
barriers in various aspects of life, mainly due to a lack of effective
communication means. Specialized computer software, particularly
delivered via Augmented Reality (AR), offers a promising and ac-
cessible way to improve their ability to engage with the world.
While research has explored near-hand interactions within AR
for this population, gaze-based interactions remain unexamined.
Given the fine motor skill requirements and potential for fatigue
associated with near-hand interactions, there is a pressing need to
investigate the potential of gaze interactions as a more accessible
option. This paper presents a study investigating the feasibility of
eye gaze interactions within an AR environment for nonspeaking
autistic individuals. We utilized the HoloLens 2 to create an eye
gaze-based interactive system, enabling users to select targets ei-
ther by fixating their gaze for a fixed period or by gazing at a target
and triggering selection with a physical button (referred to as a
‘clicker’). We developed a system called HoloGaze that allows a
caregiver to join an AR session to train an autistic individual in
gaze-based interactions as appropriate. Using HoloGaze, we con-
ducted a study involving 14 nonspeaking autistic participants. The
study had several phases, including tolerance testing, calibration,
gaze training, and interacting with a complex interface: a virtual
letterboard. All but one participant were able to wear the device
and complete the system’s default eye calibration; 10 participants
completed all training phases that required them to select targets
using gaze only or gaze-click. Interestingly, the 7 users who chose
to continue to the testing phase with gaze-click were much more
successful than those who chose to continue with gaze alone. We
also report on challenges and improvements needed for future gaze-
based interactive AR systems for this population. Our findings pave
the way for new opportunities for specialized AR solutions tailored
to the needs of this under-served and under-researched population.

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for components of this work owned by others than the
author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or
republish, to post on servers or to redistribute to lists, requires prior specific permission
and/or a fee. Request permissions from permissions@acm.org.
VRST ’24, October 9–11, 2024, Trier, Germany
© 2024 Copyright held by the owner/author(s). Publication rights licensed to ACM.
ACM ISBN 979-8-4007-0535-9/24/10
https://doi.org/10.1145/3641825.3687743

CCS CONCEPTS
• Human-centered computing → Mixed / augmented reality;
Accessibility technologies.

KEYWORDS
nonspeaking autistic people, augmented reality, eye tracking, assis-
tive technology
ACM Reference Format:
Ahmadreza Nazari, Dr. Lorans Alabood, Molly K. Rathbun, Dr. Vikram K.
Jaswal, and Dr. Diwakar Krishnamurthy. 2024. Evaluating Gaze Interactions
within AR for Nonspeaking Autistic Users. In 30th ACM Symposium on
Virtual Reality Software and Technology (VRST ’24), October 9–11, 2024, Trier,
Germany. ACM, New York, NY, USA, 11 pages. https://doi.org/10.1145/
3641825.3687743

1 INTRODUCTION
About 30% of autistic people cannot communicate effectively using
speech [10] and most do not have access to an effective alternative
[7], which significantly limits their ability to participate in educa-
tional, social, and employment opportunities. Some nonspeaking
autistic people are provided access to picture- or icon-based al-
ternative communication systems that can allow them to request
things such as food and activities (e.g., [16]). While these systems
can be helpful for basic communication (e.g., requests), they fall
short due to obvious limitations of constructing full and meaningful
sentences, the basic blocks for effective two-way communication.

Many nonspeaking autistic people have acquired foundational
literacy skills [22], which suggests that writing could be a viable
alternative to speech. But nonspeaking autistic people have signifi-
cant attentional, sensory, and motor challenges [15, 21], making it
difficult for them to write by hand or type in conventional ways. For
example, many nonspeaking autistic people have difficulty with
the fine motor control needed to use a pen or pencil [3]. They
may also be in constant motion (which seems to serve a regulatory
function; [21]), making training to use a keyboard while remaining
seated difficult. Some nonspeaking autistic people have learned
to communicate by typing, which has allowed them to graduate
from college and to write award-winning poetry [8, 38]. But the
process by which they learned to type was lengthy and expensive,
and often requires the ongoing support of another person [35].

One promising technology that may provide a solution to some
of the challenges faced by nonspeaking autistic people in learning
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to communicate by typing is wearable Augmented Reality (AR)
[24]. The flexibility to size and place objects with which the user
interacts can to some extent account for limited fine motor control.
Furthermore, tracking user movement can accommodate constant
motion by ensuring virtual content remains in the field of view.
Finally, AR can automate some aspects of support aiming to reduce
reliance on another person (e.g., [12, 31]).

Research in wearable AR has investigated the feasibility of near-
hand interactions for nonspeaking autistic people [2, 32, 39]. These
studies showed that most participants could tolerate wearing the
device and learned to use their hands to activate virtual buttons.
Taking it one step further, a recently published study investigated
the feasibility of virtual typing after just a few minutes of practice
and reported positive results [1].

This research, while promising, has an important limitation.
Specifically, users interacted with the virtual objects and the vir-
tual letterboard1 using their hands–activating a button or typing a
letter with a single finger. Other research with non-autistic users
has shown that typing in virtual environments can be a frustrat-
ing experience [13]. Specifically due to the fatigue associated with
performing mid-air gestures (including tapping) for a prolonged
period, often referred to as ‘gorilla arm’ [19]. In fact, modern head-
sets such as the Meta Quest and the Apple Vision Pro encourage
other modes of interactions (e.g., gaze and pinch, voice input, or the
use of controllers) to address this. 2 Of course, voice input would
not be applicable to our target population of nonspeaking autistic
people. Using gaze, however, may be a more accessible alternative
as it does not require fine motor control and does not require the
user to move their hands.

There are two primary interactionmodes using eyes: dwell-based
option (where a user looks at an object for a certain period of time
to activate it) and dwell-free option (where a user looks at an object
and triggers a selection via another input such as pinch). We aim
to investigate both these interaction types. The device we used is
the Microsoft HoloLens 2. As this device’s cameras are at the top of
the visor facing forward, it has a limited view and can only register
gestures such as pinch within a limited range. Therefore, instead
of gaze+pinch, we use on a more straightforward solution which
is gaze+click (pressing a button on a clicker instead of pinching
fingers). To our knowledge, there has not yet been any research
investigating nonspeaking autistic people’s ability to interact in AR
using gaze or gaze+click methods.

There are a number of communication systems that make use of
eye tracking and which have been studied with people with other
disabilities. For example, some people with ALS or cerebral palsy
rely on eye gaze-based communication systems, which interpret
eye movements to facilitate interaction with digital interfaces [40].
In autism, however, eye-tracking has typically been limited to basic
research in visual attention rather than practical applications in
communication (e.g., [30]). Thus, although nonspeaking autistic
people could potentially benefit from some of the same kinds of
gaze-based interactions that individuals with cerebral palsy or ALS
use, their ability to interact with these systems has not yet been
studied.

1A virtual board with letters of alphabet on it in a grid layout.
2e.g., https://developer.apple.com/design/human-interface-guidelines/gestures.

Our study investigates three primary questions. First, we explore
whether nonspeaking autistic people could tolerate the HoloLens
2 and complete its built-in eye calibration routine. Second, we
developed a series of modules to investigate whether they could
learn to select virtual objects using the gaze and gaze+click options.
Third, we examine the feasibility of typing on a virtual letterboard
(which requires isolating targets on a complex interface in addition
to being able to interact). Throughout, we gather insights to inform
the development of more effective and user-friendly AR eye gaze-
based systems.

With these aims, we developed a system called HoloGaze. As
support is crucial for our target population, we made HoloGaze a
multiplayer system that can be used by a caregiver to train autistic
students. Designing multiplayer AR applications has challenges;
therefore, we created an easy to use framework for multiplayer AR
apps that uses OpenXR, and which we make publicly available.

HoloGaze starts by introducing gaze and gaze+click modes of
interaction. Participants who can tolerate the device first undergo
the HoloLens 2 built-in eye calibration routine. Upon successful
completion of the calibration, they engage with practice phases de-
signed to both train participants to use gaze and gaze+click and to
investigate the feasibility of these interactions. Finally, participants
choose their preferred mode of interaction and have the oppor-
tunity to interact with a partial letterboard (one that only shows
some letters) and which gradually turns into a full letterboard. This
testing phase aims to assess the feasibility of virtual typing using
HoloGaze.

We tested HoloGaze with 14 nonspeaking autistic participants.
Thirteen tolerated the device and completed calibration. We did
not expect this degree of success given that the calibration process
requires users to keep their head still, which can be quite chal-
lenging for this population. Ten completed all practice phases; the
remaining 3 completed half of the practice phases. Seven partic-
ipants selected the gaze+click interface as their preferred mode
of operation, and 6 selected gaze alone. Participants who selected
gaze+click were overall more successful in the testing phases than
those who chose gaze. Of the 7 participants who chose gaze+click,
6 completed all testing phases while 1 completed half of the testing
phases.

Our finding show that most nonspeaking autistic participants
could tolerate the AR device, confirming what was previously re-
ported [1, 2, 5, 32, 39], successfully calibrate it to their eyes, and en-
gage in gaze-based interactions supported by these devices. Specif-
ically, our study suggests that gaze interactions can be a viable
alternative to near-hand interactions; opening up new possibilities
with more advanced devices such as the Apple Vision Pro. This
presents a gateway to accessing information, games, and communi-
cation using wearable AR, thereby enhancing the quality of life of
this under-served and under-researched population.

2 BACKGROUND AND RELATEDWORK
For people who cannot communicate using speech and who have
fine motor challenges (e.g., some individuals with cerebral palsy
or ALS), written communication systems that make use of eye
gaze have long been considered a possible alternative. Low-tech
solutions can be slow and labor-intensive: They rely on human

https://developer.apple.com/design/human-interface-guidelines/gestures
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assistants to judge what letter of the alphabet a user is looking at
on a physical letterboard, verify that letter with the user, transcribe
manually each letter, and then read aloud the user's comment (e.g.,
Vocal Eyes [6], E-Tran Frames [29]).

Recent e�orts on assistive AR for nonspeaking autistic individu-
als have aimed at examining the utilization of this technology for
digital spelling. One approach involved developing a system called
HoloBoard that replicates the familiar environment of physical let-
terboard training. Researchers reported a study with23participants.
Sixteen completed a brief training module on the virtual letterboard,
with many achieving unexpected levels of independence in spelling
and related tasks. Notably,14participants engaged in complex tasks,
such as spelling full sentences, and5used the system solo without a
practitioner's support [1, 2]. These �ndings indicate that AR-based
training can signi�cantly enhance communication outcomes for
nonspeaking autistic individuals. As noted previously, however,
near-hand interaction in AR are not without setbacks and might
not be best suited for all users. This motivates the exploration of
alternative interactions based on eye gaze.

With advances in eye tracking, high-tech solutions such as the
Tobii Dynavox systems (e.g., PCEye [41]) have automated this pro-
cess. As noted earlier, these devices primarily use two modes of
interaction: a) dwell-based interaction, where a user selects a target
by gazing at it for a prede�ned, �xed period of time (e.g., 1 second),
and b) dwell-free interactions, where an external input is used to
trigger selection while gazing at a target, such as a gesture (e.g.,
pinch or blink) or a physical input (e.g., a clicker).

Research on eye gaze-based interactive systems has largely fo-
cused on improving throughput. Within the context of communi-
cation, adults without disabilities can communicate at 190 words
per minute (wpm) using speech [9]. Non-disabled adults can reach
20 wpm using an eye typing system with dwell-based selection
[27]. Given this large di�erence in throughput, many studies have
focused on creating novel systems to achieve higher throughput.
For example, Microsoft researchers created a system that allows
communication partners to engage with the user via a mobile app,
suggesting words while the user is typing [14]. Other research
has focused on dwell-free eye typing. For example, Kristenssson et
al. reported that under perfect conditions, a swipe-style keyboard
(swiping with eyes rather than �ngers) could allow non-disabled
users to reach 46 wpm [25]. However, other studies indicate that
achieving this rate is highly unlikely even for individuals without
disabilities [26, 34].

Eye-tracking research within the context of autism has primarily
addressed basic questions in visual attention (e.g., whether autistic
people spend more time looking at social or nonsocial aspects of
a scene; [30]) and has often failed to evaluate their systems with
actual autistic users [17]. Little attention has been paid to how
eye tracking systems might be used to support autistic individuals,
particularly the30%of autistic people who cannot communicate
e�ectively using speech.

An eye-tracking study by Jaswal et al. [23], involving 9nonspeak-
ing autistic participants who use low-tech physical letterboards,
found that participants looked at and pointed to letters on the phys-
ical board quickly and accurately. It follows from their study that
incorporating eye gaze technology into a high-tech Augmentative

and Alternative Communication (AAC) system could provide a vi-
able, digital solution for enhancing communication in nonspeaking
autistic individuals.

Commercial AR and Virtual Reality (VR) devices with built-in
eye tracking o�er many unique additional bene�ts for the non-
speaking population (as opposed to traditional eye trackers). For
example, these devices can be used in a wider context, e.g., not just
at a special education classroom but also for personal use cases (e.g.,
[43]). Another example is exploiting the mobility of these devices.
One study, for instance, utilized machine learning to o�er a per-
sonalized and accessible virtual content placement within AR that
respond to user's movements [31]. Finally, having a 3-dimensional
environment shared between educators and students can facilitate
the training process for those who require extensive training (as
opposed to collaborating and practising on a computer screen) [36].

Despite these bene�ts, however, there are no published reports
that investigate the ability of nonspeaking autistic users to en-
gage in gaze or gaze+click interactions supported by a commercial
wearable AR device. This study investigates the feasibility of gaze
and gaze+click interactions for nonspeaking autistic individuals.
Through our study, we gather insights to drive the design of future
AR eye gaze-based applications for this population.

3 SYSTEM DESIGN
The software used in this study was developed using MRTK3 [28],
Netcode for GameObjects [37], and Azure Spatial Anchors [33]. De-
signing multiplayer AR applications presents several challenges, in-
cluding ensuring accurate synchronization of virtual objects across
multiple devices and maintaining consistent spatial mapping in var-
ied physical environments. There is no straightforward commercial-
grade solution for developing multiplayer AR applications using
OpenXR where players share the real physical space and the virtual
content within that space. The necessity for multiplayer feature
in assistive technology is ampli�ed as the support provided by
caregivers is often crucial for practice and training. Furthermore,
the solution needs to be simple and quick to deploy to utilize the
limited time and energy of our autistic participants e�ectively.

To address these challenges, we developed an easy-to-use Unity
framework to facilitate the creation of multiplayer applications,
which we have made publicly available3. Our solution takes insight
from a Unity package published in a recent study [1]. It removes
unnecessary computations and integrates Netcode, which is com-
monly used in Unity game development. With this framework, a
host device �rst creates a spatial anchor at its origin using Azure
Spatial Anchors. The anchor ID associated with this anchor is then
shared with all other client devices. Once all clients have located
the anchor, a single Unity GameObject (called `Shared Content') is
positioned and rotated to match the anchor's position and rotation
for each client to facilitate synchronization of shared objects' poses.
For a detailed documentation of this framework, please refer to the
GitHub repository.

We built a system called HoloGaze on top of the above-mentioned
framework. HoloGaze enables multiple clients to join an AR session.
In our speci�c case for example, we have three types of clients: the
user, the assistant (i.e., educator), and the researcher. The user is

3https://github.com/ETHEREAL-Research-Group/SSA-OpenXR
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able to interact with interactable objects in the space using two
modes: gaze and gaze+click. Thus, the interactables in the scene
only respond to the user's actions. For example, when the user
looks at a virtual button, the icon and/or text of that button turn
green and a bounding box around it appears, indicating successful
gaze engagement. The user then can trigger inputs by either gazing
for a �xed period of time, or gazing and pressing the clicker4 which
is connected to the device via Bluetooth. The educator, on the other
hand, can observe the animations and state changes, but interacta-
bles in the scene do not respond to their gaze. However, they can
move the virtual content in the scene (e.g., position an object in a
particular location). The researcher can observe all interactions and
has access to a hand menu enabling them to navigate to di�erent
phases of the study (these are detailed in Section 4). The hand menu
also enables toggling between the two modes of interaction (gaze
and gaze+click) and setting the dwell time if the interaction mode
is set to gaze. However, if this software is to be used with only two
users (envisioning the future actual use case), the hand menu will
be available to the educator. Figure 1 illustrates the three di�erent
views from a snapshot of one the user sessions.

We developed HoloGaze to run on the HoloLens 2 for two pri-
mary reasons. First, it is, to our knowledge, the only AR device that
has been tested with nonspeaking autistic participants in multiple
recent studies [1, 2, 32, 39]. These studies have demonstrated a
high level of acceptability and tolerability of the HoloLens 2 among
nonspeaking autistic individuals, likely due to features such as its
transparent visor, which make it less intrusive. Second, at the time
of this study, the HoloLens 2 was one of the few mixed reality
devices with integrated eye tracking. While the Quest Pro has eye
tracking, it su�ers from poor pass-through quality. The Vision Pro,
on the other hand, was not available in Canada at the time of the
study.

(a) Researcher's view (b) Educator's view (c) Participant's view

Figure 1: Three views of a session. The left panel shows the
researcher's view, the middle is the educator's view, and the
right is the participant's view. An interactable icon is turned
green when the participant gazes at it. The person sitting
in front of the participant has been removed using object
removal.

4 METHODOLOGY
In this section, we �rst report on participants. We then provide
a comprehensive description of the study protocol. Finally, we
describe the collected data and the metrics used.

4We used a presentation clicker: https://www.logitech.com/en-us/products/presenters/
r500s-laser-presentation-remote.910-006518.html

4.1 Participants
This study was approved by the research ethics boards of our in-
stitutions. It was conducted in two provinces in Canada. Potential
participants and their families were provided an advertisement
poster and a short video explaining the study procedure. Interested
families were asked to �ll out a form and book a 1-hour session.
There were three inclusion criteria: a formal autism diagnosis, an
inability to communicate e�ectively using speech, and experience
in communicating using a physical letterboard. If these criteria
were met, their session was con�rmed, and they received additional
information, including consent forms and study questionnaires.
We limited our participants to those who can communicate using
letterboards since we wanted them to answer follow-up questions
on their experience.

We recruited14adolescents and young adults (Mean age =18”79
years; range =12 � 28 years; all male) with help from speech-
language pathologists, occupational therapists, and educators whose
primary caseloads included nonspeaking autistic clients. All par-
ticipants had a clinical diagnosis of autism (of the11participants
providing the age of diagnosis information, mean age of diagnosis
= 3”16years; range =1”58� 5 years), and none were able to com-
municate e�ectively using speech. We also asked for an optional
developmental history questionnaire. Of the9 who provided this
information (some partially),3 reported a diagnosis of Obsessive-
Compulsive Disorder (OCD),2 reported Generalized Anxiety Dis-
order (GAD),2 reported Sensory Processing Disorder and Apraxia,
and1 reported Non-Verbal Learning Disorder.

The physical letterboard experience levels varied across partic-
ipants, and we measured this from their �rst encounter with a
letterboard to the day of our data collection (mean length of ex-
perience using a letterboard =68”07months or5”67years; range
11� 119months). We saw these14participants one at a time for
data collection in March and April 2024. They were seen in one of
two locations in Canada (6 at one location and8 at the other). They
were paid20CAD via electronic gift card for their participation.

All sessions, except one, were conducted either in a private edu-
cator's o�ce or a university lab setting. At the request of one family,
one participant's session was conducted at the participant's home.
Some participants had prior exposure to AR/VR (6 have previously
participated in di�erent AR research studies). All sessions were
conducted by the �rst author, with some sessions attended by the
second author. Sessions took place in the presence of a trusted other
(e.g., parent or known educator). All participants' educators were
also asked to sign the consent form as they would be involved in
the session too.

4.2 Study Protocol
We collaborated with two professionals who support nonspeaking
autistic people and a nonspeaking autistic consultant (who was
not part of the study) to design the study protocol. As per their
suggestion, we followed the principle of presuming competence of
our autistic subjects [11]. Thus, we spoke directly to participants
rather than to their caregivers, using language appropriate for ado-
lescents and young adults. We provided multiple ways for them to
become familiar with the device even before agreeing to partici-
pate (e.g., in written form and in the form of a video). Furthermore,
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it was emphasized in all sessions that this was not a test of the
participant's ability to perform certain tasks but rather intended
to identify challenges and problems of the system for future im-
provement. Feedback from users was collected using the physical
letterboard. The di�erent phases of the study are detailed below.

4.2.1 Tolerance and Calibration.Participants initially underwent
a tolerance testing phase, where they were asked to wear the
HoloLens 2 for 30 consecutive seconds. Participants were given
the chance to practice wearing the device for increasing lengths of
time if needed (e.g., starting with 10 seconds and advancing to 30).
Those who could tolerate then engaged in the calibration process
for the HoloLens 2, which typically takes about 1 minute. This
process requires the user to hold their head still and follow a gem
that appears at di�erent positions of the �eld of view with their
eyes.

We anticipated that the calibration could be challenging for many
members of our target population. Therefore, if the calibration
process was not successful, participants were encouraged to retry.
For this phase, the calibration was loaded, and then the device was
handed to the participant. This phase required pressing two buttons
with hands (pressing two "next" buttons). By observing the live
stream from a participant's HoloLens 2, a researcher assisted the
participant (if needed) to press these two buttons.

4.2.2 Practice Phases.Participants engaged in 4 practice phases as
detailed below. These phases are also depicted in Figure 2.

� Gaze practice #1: Gaze Training with Flashing Tiles� Once
calibration was completed, participants went through a cus-
tom gaze training phase. In this phase, participants saw a
virtual rectangle. A �ashing tile appeared at the top left
corner of the rectangle. When the participant gazed at this
tile for 1 second, it stopped �ashing, turned green, and a
bounding box appeared around it to indicate successful eye
gaze engagement. The person assisting the user could also
observe the tile's colour (because they were also wearing a
device), enabling them to provide verbal prompts to guide
the user's attention if necessary. Subsequently, four more
tiles appeared at the other three corners and the middle of the
board one by one (the order is: top left, top right, middle, bot-
tom left, bottom right). Previously appeared tiles remained
in the �eld of view but were disabled (i.e., did not respond to
gaze). The objective remained the same: gaze at each tile one
by one until it disappeared. The total number of interactions
in this phase was5.

� Gaze+Click Practice #1: Gaze+Click Training with Flashing
Tiles� This phase was similar to the previous one, with the
di�erence being all 5 tiles were present in the �eld of view
(FoV) from the start of the phase. Tiles started �ashing one
by one, and all other tiles except the �ashing one were dis-
abled. The order of �ashing was the same as the previous
phase. However, participants were now required to press the
physical button on the physical clicker while maintaining
eye gaze on the tile to select it and for it to stop �ashing.
The person assisting the user could o�er hand-over-hand
support for those who found this task challenging. However,

the phase repeated until participants could complete all 5
interactions independently.

� Gaze Practice #2: Gaze Training with Flashing Letters� This
phase was similar to Gaze Practice #1, but instead of �ashing
tiles with an eye icon at the center of the tile, there were
letters. The reason for having another practice phase involv-
ing letters was that, as noted earlier, all participants had
experience spelling on a physical letterboard. The top left
was `A', the top right was `E', the middle was `M', the bottom
left was `U', and the bottom right was `Z'.

� Gaze+Click Practice #2: Gaze+Click Training with Flashing
Letters� The task was the same as Gaze+Click Practice #1,
but instead of �ashing tiles with an eye icon at the centre of
the tile, the tiles contained letters (similar to Gaze Practice
#2).

4.2.3 Choosing Preferred Interaction Mode.At the end of the prac-
tice, participants took a short break and were asked to use a physical
letterboard to choose their preferred mode of interaction: either
gaze or gaze+click. If gaze was picked, the initial dwell time was
set to 1 second and was adjusted as per the educator's suggestion
and researcher's observation in subsequent phases. Based on in-
session observations, if the participant took their gaze away from
the correct target onto the next one before a click was registered,
the dwell time was reduced in steps of 0.1 seconds.

4.2.4 Testing Phases.Participants engaged in two testing phases
that involved spelling simple words. We focus on dictated spelling
for evaluation for two primary reasons. First, we aim to leverage
their existing experience in spelling on the physical letterboard
as suggested by Alabood et al. [1]. Second, it is aligned with the
ultimate goal of improving communication outcomes for nonspeak-
ing autistic individuals. We acknowledge that independent spelling
using such a new system requires extensive practice and training;
thus, we encouraged educators to assist in the process by providing
attentional prompts and cues as needed. We discuss this assistance
provided later in Section 6. Selected words were simple, and in a
way to cover most of the 26-letters of the English alphabet.

� Assisted Spelling: Participants proceeded to spell seven 3-
letter words displayed to them one by one at the top of the
letteboard. Educators were encouraged to read the word to
participants. The words were: JET, DRY, EVE, FAN, GUM,
RUG, IVY. For each word, the letter that needed to be selected
�ashed until the participant selected it using the interface
the participant had chosen earlier�either gaze or gaze+click.
At the end of each word, participants had to select `Done'
on the virtual board.
To increase their visual load gradually, participants did not
see the full letterboard at the beginning of the testing phase.
Instead, only the letters in the �rst word were presented.
After the �rst word (and after all subsequent words), the
additional letters required to spell the next word were added.
This design was suggested by our nonspeaking autistic con-
sultant to reduce visual clutter initially as the participant
learned the a�ordances of a new interface.

� Unassisted Spelling: Participants proceeded to spell 7 four-
letter words displayed to them. The words were: ARCH,
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